
CS 70 Discrete Mathematics and Probability Theory
Summer 2020 Course Notes DIS 6C

1 Exponential Distributions: Lightbulbs
A brand new lightbulb has just been installed in our classroom, and you know the life span of a
lightbulb is exponentially distributed with a mean of 50 days.

(a) Suppose an electrician is scheduled to check on the lightbulb in 30 days and replace it if it is
broken. What is the probability that the electrician will find the bulb broken?

(b) Suppose the electrician finds the bulb broken and replaces it with a new one. What is the
probability that the new bulb will last at least 30 days?

(c) Suppose the electrician finds the bulb in working condition and leaves. What is the probability
that the bulb will last at least another 30 days?
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2 Darts Again
Edward and Khalil are playing darts.

Edward’s throws are uniformily distributed over the entire dartboard, which has a radius of 10
inches. Khalil has good aim; the distance of his throws from the center of the dartboard follows an
exponential distribution with parameter 1/2.

Say that Edward and Khalil both throw one dart at the dartboard. Let X be the distance of Edward’s
dart from the center, and Y be the distance of Khalil’s dart from the center of the dartboard. What
is P(X < Y ), the probability that Edward’s throw is closer to the center of the board than Khalil’s?
Leave your answer in terms of an unevaluated integral.

[Hint: X is not uniform over [0,10]. Solve for the distribution of X by first computing the CDF of
X , P(X < x).]
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3 Why Is It Gaussian?
Let X be a normally distributed random variable with mean µ and variance σ2. Let Y = aX + b,
where a > 0 and b are non-zero real numbers. Show explicitly that Y is normally distributed with

mean aµ + b and variance a2σ2. The PDF for the Gaussian Distribution is 1√
2πσ2 e−

(x−µ)2

2σ2 . One
approach is to start with the cumulative distribution function of Y and use it to derive the probability
density function of Y .

[1.You can use without proof that the pdf for any gaussian with mean and sd is given by the formula
1√

2πσ2 e−
(x−µ)2

2σ2 where µ is the mean value for X and σ2 is the variance. 2. The drivative of CDF
gives PDF.]
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