
The Central Limit Theorem, Confidence Intervals
Lec.25

August 4, 2020

 



CLT Fundamental Idea

For i.i.d. random variables Xi each with mean µ and variance �2,
Sn =

Pn
i=1 Xi .

While the LLN tells us Sn/n is unlikely to be far from the true
mean µ as n ! 1, the Central Limit Theorem tells us that the
distribution of Sn

n approaches N (µ, �
2

n ).

Note that here the limiting distribution depends on the value of n;
we can standardize Sn

n so that the limiting distribution is the
standard normal distribution and does not change with n.



CLT Definition

Let X1,X2, . . . be a sequence of i.i.d. random variables with
common finite expectation E[Xi ] = µ and finite variance
Var[Xi ] = �2. Let Sn =

Pn
i=1 Xi .

Then, the distribution of, Sn�nµ
�
p
n

converges to N (0, 1) as n ! 1.

In other words, for any constant c 2 R,

Pr


Sn � nµ

�
p
n

 c

�
! 1p

2⇡

Z c

�1
e�x2/2dx as n ! 1.



Recall: �(·)

�(·) is the cdf of the standard normal random variable.

What the CLT states is that the cdf of the standardized sample
mean of the Xi converges to �(·) as n ! 1, regardless of the
distribution of the Xi as long as their mean and variance are finite.



Confidence Intervals

Provide a confidence level that the true parameter µ is with a
certain range of the estimated parameter:

P(|µ̂� µ|  ✏) � 1� �

We can think of ✏ as the error in our estimate, and 1� � as our

confidence level.



Example: Polling
You can poll people in a population as to whether or not they
approve of the current president. Xi is 1 if person i approves of the
current president, and 0 otherwise. We model Xi ⇠ Bernoulli(µ).
You want to estimate µ, the underlying proportion of the
population that approves of the current president. You want to
know how many people you need to poll in order to be 95%
confident that you are within 0.03 of the true proportion µ.

Let µ̂n =
Pn

i=1 Xi

n be our sample mean.

E[µ̂n] = E[
Pn

i=1 Xi

n
] =

1

n

nX

i=1

E[Xi ] =
nµ

n
= µ (1)

Var[µ̂n] = Var[

Pn
i=1 Xi

n
] =

1

n2

nX

i=1

Var[Xi ] (2)

=
nµ · (1� µ)

n2
=

µ · (1� µ)

n
(3)
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Example: Polling - Chebyshev

For 95% confidence, the sample mean can deviate from the true
mean by 0.03 or more with 5% probability,

P(|µ̂n � µ| > 0.03) 
µ·(1�µ)

n

0.032
 0.05 (4)

1112
µ(1� µ)

n
 0.05 (5)

In the worst case (worst means more people required), µ(1� µ) is
as large as possible. The max value of µ(1� µ) = 1

4 . So,

1112 ⇤ 1

4n
 0.05 (6)

! 20 ⇤ 1112  4n (7)

! 5 ⇤ 1112  n (8)

! 5560  n (9)

(10)
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Standard Normal Tails

Let Z ⇠ N (0, 1) and ↵ � 0. Then,

P(|Z | > ↵) = 2(1� �(↵))



Example: Polling - CLT

Z =
µ̂n � µq
µ·(1�µ)

n

! Z ⇠ N (0, 1)

P(|µ̂n � µ| > 0.03) = P(| µ̂n � µq
µ·(1�µ)

n

| > 0.03q
µ·(1�µ)

n

) (11)

= P(|Z | > 0.03
p
np

µ · (1� µ)
)  0.05 (12)

If we make the denominator larger, n will need to be larger in order
to meet the confidence requirement. In the worst case, the
denominator is 1

2 .
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Example: Polling - CLT

So, in the worst case we need to satisfy:

P(|Z | > 0.03
p
n

1/2
)  0.05

P(|Z | > 0.06
p
n)  0.05

Let ↵ = 0.06
p
n, then

P(|Z | > ↵)  0.05 (13)

2(1� �(↵))  0.05 (14)

�(↵) � 0.975 (15)

! ↵ = 1.96 (16)

! n � 1068 (17)



Standard Normal CDF Table






